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Abstract—The Internet of Things (IoT) is stepping out of its infancy into full maturity and establishing itself as part of the future Internet. One of the technical challenges of having billions of devices deployed worldwide is the ability to manage them. Although access management technologies exist in IoT, they are based on centralized models which introduce a new variety of technical limitations to manage them globally.

In this paper, we propose a new architecture for arbitrating roles and permissions in IoT. The new architecture is a fully distributed access control system for IoT based on blockchain technology. The architecture is backed by a proof of concept implementation and evaluated in realistic IoT scenarios. The results show that the blockchain technology could be used as access management technology in specific scalable IoT scenarios.

Index Terms—Internet of Things, blockchain, smart contracts, access control.

I. INTRODUCTION

With a predicted 18 billion devices by 2022[1], Internet of Things (IoT) has become a technology with large influence across many vertical markets. It is foreseen that many IoT services will provide global reach across millions of simple and sometimes tiny devices. Besides that, the constrained capabilities of many IoT devices, as well as the current access control systems based on centralized and hierarchical structures, create new challenges in the IoT domain.

Centralized access control systems—otherwise known as the client/server paradigm—were designed to meet the needs of traditional human-machine oriented Internet scenarios where devices are within the same trust domain, which usually requires centralized access management. However, some IoT scenarios are much more dynamic than the traditional scenarios in which IoT devices may be mobile[2] and belong to various management communities during their lifetime. On the other hand, IoT devices can be managed by several managers at the same time. Moreover, many IoT devices and constrained managers will be too limited[3] in terms of CPU, memory and battery resources to be able to operate properly using the current systems. Henceforth, new ways of approaching the problem are needed.

In this article, we present a new architecture for managing IoT devices. The architecture provides a decentralized access control system connected to geographically distributed sensor networks. The solution is based on blockchain technology whereas the access control policies are enforced by it. By adopting blockchain, this solution eliminates centralized access management. On the contrary, a single centralized access control server might become a bottleneck when access control queries and updates are frequent.

In contrast to other centralized system proposals[4], our approach brings the following advantages to access control in IoT:

- mobility: the architecture can be used in isolated administrative systems or domains. Thus, every administrative domain has its own freedom to manage the IoT devices while the access control policies are still enforced by the rules in the blockchain;
- accessibility: in some IoT systems the constrained managers may use sleeping patterns that make it infeasible to constantly access them directly. This solution makes the access control rules available at any time. In addition, failures in some administrative servers do not ruin access to the information; all access control information is distributed.
- concurrency: a constrained device can have multiple managers at the same time, and all of them can access or modify the access control policies concurrently.
- lightweight: the IoT devices do not need any modification to adopt our solution. Besides, the communication between the managers and IoT devices happens through the blockchain network enabling cross platform communication.
- scalability: a constrained manager can still handle multiple IoT devices using our solution due to the fact that the IoT devices do not access the access control information directly from the managers. Furthermore, our solution supports numerous IoT devices connected through different constrained networks to a single blockchain.
- transparency: the system hides the location of the IoT devices and how a resource is accessed.

In particular, the paper contributes to the design of a new decentralized access control architecture for IoT using blockchain technology. Our approach differs from other solutions in the way that it applies a specific design to avoid integrating blockchain technology into IoT devices. This increases the usability of our solution in a vast number of IoT scenarios with limited capabilities. As opposed to other solutions, the design operates in a single smart contract, simplifying the whole process in the blockchain network and reducing the communication overhead between the nodes. Additionally, the access control information is provided to the IoT devices in real time. In summary, the adoption of blockchain technology in our approach has been specifically designed to better handle
scalability and to achieve better results than current solutions in lightweight IoT scenarios.

The remainder of the article is structured as follows. Section 2 and 3 describe the architecture and the implementation respectively. Section 4 describes the set-up used to evaluate our architecture and presents the results of the measurements. Section 5 analyzes the security of our system. Section 6 presents the related access control technologies in IoT, and Section 7 concludes the article.

A. Blockchain

Bitcoin’s public ledger—the blockchain—was first introduced in 2009 by Satoshi Nakamoto[5]. Bitcoin was the first widely used implementation of peer-to-peer trustless electronic cash. Thenceforth, many other forms of electronic cash (call cryptocurrencies) have been created using similar structures. At the same time, different applications using blockchain have been developed over the years to implement other scenarios beyond cryptocurrencies. New concepts, such as smart contracts and smart properties, have entered the scene. Smart contracts[6] are computer protocols that facilitate, verify, or enforce the negotiation or performance of a contract. They provide the ability to directly track and execute complex agreements between parties without human interaction. On the other hand, smart properties are agreements whose ownership is controlled via the blockchain, using contracts.

The potential uses of blockchain technology go beyond Bitcoin. Blockchain technology has the following properties:

- **decentralized control**: A decentralized scheme in which no central authority dictates the rules.
- **data transparency and auditability**: A full copy of every transaction ever executed in the system is stored in the blockchain and is public to all the peers.
- **distribute information**: Every network node keeps a copy of the blockchain to avoid having a centralized authority privately keep all that information.
- **decentralized consensus**: The transactions are validated by all the nodes of a network instead of a central entity. This breaks with the paradigm of centralized consensus.
- **secure**: The blockchain is tamper-proof and cannot be manipulated by malicious actors.

Those are few of the major strengths of blockchain technology. The secure, decentralized and autonomous capabilities of the blockchain make it an ideal component to become a fundamental element of IoT solutions.

B. Blockchain Technology

The blockchain[5] is a distributed database that does not need a central authority and eliminates the need for 3rd party verification. A blockchain contains a set of blocks, and every block contains a hash of the previous block, creating a chain of blocks from the *genesis block* to the current block. A *genesis block* is the first block in a blockchain. The genesis block is almost always hardcoded into the software. It is a special case in that it does not reference a previous block. For any block on the blockchain, there is only one path to the *genesis block*. Coming from the *genesis block*, however, there can be forks. Forks are generated when two blocks are created just a few seconds apart. When that happens, the latest block in the longest valid chain is always chosen. The longest valid chain is calculated based on the combined difficulty of that chain, not the number of blocks. The blocks in shorter chains are considered invalid chains and are often called *orphan* blocks.

Blocks have a set of transactions. A transaction is a transfer of values between different entities that are broadcast to the network and collected into the blocks. All transactions are visible in the blockchain. The transactions are mined into a block by the so called *pool miners or solo miners*. The *pool miners* technique is a mining approach where multiple devices called *miners* contribute to the generation of a block. *Pool miners or solo miners* are entities that add transaction records into the blockchain. That process is called *mining*. Mining is intentionally designed to be resource-intensive and difficult.

Individual blocks must contain a *proof of work* (PoW)[7] to be considered valid in the blockchain. The PoW is verified by other *miners* each time they receive a block. The primary purpose of mining is to allow the nodes in a system to reach a secure, tamper-resistant consensus. Mining is also the mechanism used to introduce new cryptocurrency (e.g. Bitcoins) into the system. The miners are paid a transaction fee as well as a determined amount of newly created coins when they validate a block. This method serves the purpose of disseminating new coins in a decentralized manner as well as providing security to the system. The system automatically adapts to the total mining power of the network keeping it constant to a specific amount of time (e.g. 10 minutes in Bitcoin). The difficulty target of the PoW is also adjusted after every certain amount of blocks (e.g. 2016 blocks in Bitcoin) based on the network performance. A transaction takes time to reach all the nodes in the network, and the delay ensures that all the transactions are verified by all the nodes in the network, to prevent the so called *double spending* problem. *Double spending* is the result of using some cryptocurrency more than once at the same time.

*Consensus* is a fundamental problem in distributed systems that requires two or more agents to mutually agree on a given value needed for computational purposes. Some of these agents may be unreliable, and therefore the consensus process needs to be resilient. Blockchains use various consensus algorithms. Some of them include *proof of work* (PoW), proof of stake (PoS), proof of storage[8], proof of burn, or proof of capacity[9] among others.
The PoW of every block guarantees a specific level of difficulty to generate a new block, and the decentralized consensus enforces the validity of every block in the blockchain. If there is consensus to accept a new block, the new block will be added into the blockchain and all the miners will have to start mining using that block as a reference. Each block is computationally impractical to modify once it has been added into the blockchain because the whole blockchain would also have to be regenerated.

**Proof of stake (PoS)**[10] is a proposed alternative to PoW. PoS build on the notion that only those holding assets in the system may participate in the consensus process growing the blockchain. While the PoW method forces miners to repeatedly run expensive hashing algorithms to validate transactions, PoS asks users to prove ownership of a certain amount of currency (i.e. their stake in the currency).

### C. Blockchain Implementations

Blockchain technology can be used in a myriad of ways rather than just as a digital currency system e.g. using blockchains as the underlying technology to build software. This section describes what we believe are some of the popular blockchain systems and their salient features. The following systems mainly focus on building software applications on top of blockchain technology.

1) **Bitcoin**: Bitcoin[5] was the first blockchain to be conceptualized and implemented, and it is a cryptocurrency that serves as a digital financial asset. Bitcoin uses public key cryptography, peer-to-peer networking and proof of work to make transactions and verify them. The Bitcoin system is programmed so that a new block is created once every 10 minutes. If a fork is not a part of the longest computationally chain, it becomes a stale block.

It is worthy to note that there are no balances in Bitcoin, or rather there are unspent transaction outputs (UTXO) in the blockchain. Whenever some bitcoins are received, they are recorded as UTXO. Thus, sending someone a bitcoin actually means creating a UTXO corresponding to the receiver’s address. A transaction output typically consists of two fields, namely the amount and a locking script. The locking script sets out conditions that need to be fulfilled in order to spend the UTXO. A *satoshi* is the smallest denomination of the amount that can be sent.

2) **Ethereum**: Ethereum[10] was designed in 2013 by a Bitcoin developer Vitalik Buterin, who wanted to build a platform to facilitate the development of decentralized applications on top of the blockchain. Ethereum has its own cryptocurrency called *ether* and an internal currency to pay for computations and transaction fees called *gas*. The decentralized applications can be programmed with a built-in Turing complete language called *Solidity*[1]. A Turing complete language refers to a programming language that can solve any computational problem if enough time and space are provided.

Ethereum uses PoW as its consensus mechanism, but it is soon switching to PoS. The basic build of the proof of work algorithms that Ethereum currently uses is a memory-hard hashing algorithm called Dagger-Hashimoto. The block creation time is significantly lower than in many other systems and amounts to approximately 12 seconds. Since a lower block creation time leads to a higher rate of stale blocks, the system uses GHOST protocol[11] to consider the *heaviest computational chain* as the main blockchain. The heaviest chain in this case includes the stale blocks as well.

3) **Rootstock**: Rootstock², a new open source platform, is very similar to Ethereum in terms of creating smart contracts on a Turing complete smart platform, except that it utilizes the Bitcoin ecosystem to do so. The advantages to this platform are that it exists as a Bitcoin *sidechain* and is backward compatible with the Ethereum virtual machine. This means that all Ethereum contracts can easily run on Rootstock. Their biggest advantage, however, is the fact that they can be merged-mined with Bitcoin, thereby making Rootstock as secure. A *sidechain* is a separate blockchain whose assets can be transferred to and from the main blockchain, i.e. the Bitcoin blockchain in this context.

4) **Hyperledger**: Hyperledger³ is a project hosted by the Linux Foundation as a cross industry collaborative project. The system was designed with the enterprise architecture in mind with customizable networking rules that help different consensus protocols operate. It borrows the UTXO and script-based logic from Bitcoins, as described in I-C1, and uses practical Byzantine fault tolerant (PBFT)[12] consensus protocol instead of the proof of work algorithm. PBFT is known to process thousands of requests per second with a latency increase of less than a millisecond.

### II. OVERVIEW OF THE DECENTRALIZED ACCESS CONTROL SYSTEM IN IOT

The architecture proposed in this paper describes a new decentralized access management system where access control information is stored and distributed using blockchain technology.

All the entities will be part of blockchain technology except for IoT devices and *management hub* nodes. Nodes in a blockchain network must include a copy of the blockchain. The blockchain can be considerably large in size and will keep increasing over time. The majority of IoT devices will not be able to store blockchain information due to their constrained nature. Consequently, our architecture does not include IoT devices in the blockchain and, alternatively, defines a new node called *management hub* that requests access control information from the blockchain on behalf of the IoT devices.

In addition to that, the solution involves a single smart contract that defines all the operations allowed in the access control system. That contract is unique and cannot be deleted from the system. Entities called *managers* interact with the smart contract in order to define the access control policy of the system.

---

¹[https://solidity.readthedocs.io/](https://solidity.readthedocs.io/)

²[http://www.rsk.co](http://www.rsk.co)

³[https://www.hyperledger.org](https://www.hyperledger.org)
Section II-A explains the different components of the architecture in more detail. Section II-B defines the interfaces. Section II-C describes the interactions of those components while Section II-D defines limitations and possible solutions of our architecture.

A. System Architecture

The architecture of our system is depicted in Figure 2. The architecture can be divided into six different components:

- Wireless Sensor Networks
- Managers
- Agent Node
- Smart Contract
- Blockchain Network
- Management Hubs

1) Wireless Sensor Networks: A wireless sensor network is a communication network that allows constrained connectivity in applications with limited power and light requirements. Further, the IoT devices belonging to the wireless sensor network are limited in their computational power, memory, and/or energy availability.

IoT devices do not belong to the blockchain network. Consequently, one of the requirements of our architecture is that all the devices have to be uniquely identified globally in the blockchain network. Public key generators can provide a feasible solution for the problem producing acceptably large and unique random numbers. Typically, using the existent IoT cryptographic technologies would automatically create a public key for every device. Hence, enforcing encryption connections will ensure unique identifiers. In fact, current IoT communication protocols such as CoAP[13] already support secure channels through DTLS[14].

2) Managers: A manager is an entity responsible for managing the access control permissions of a set of IoT devices. Normally, managers are considered lightweight nodes in our system. Lightweight nodes do not store the blockchain information or verify the blockchain’s transactions as the miner nodes do. As a result, constrained devices can also become managers in our system without representing an impediment to their hardware limitations. In addition, managers using our approach do not need to be constantly connected to the blockchain network, which helps to decrease the usage of their hardware resources.

Any entity can be registered as a manager. However, the devices registered as IoT devices have to register under a manager’s control. That is done to avoid managers from registering to devices under their control without the permission of the devices. In addition, all registered IoT devices in the system have to belong to at least one registered manager. Otherwise, nobody would be able to manage that device. A registered IoT device can belong to multiple managers at the same time.

After registration of the IoT device under the manager’s control, the managers can define specific access control permissions for them.

3) Agent Node: The agent node is a specific blockchain node in our architecture responsible to deploy the only blockchain contract in our system. The agent node is the owner of the smart contract during the lifetime of the access control system. Once the smart contract is accepted into the blockchain network, the agent node receives an address that identifies the smart contract inside the blockchain network. In order to interact with the smart contract, all the nodes in the blockchain network need to know that smart contract’s address.

4) Smart Contract: The access management system described in this paper is governed by the operations defined in a single smart contract. This smart contract is unique and cannot be deleted from the system. Hence, all the operations allowed in the access management system are defined in the smart contract and are triggered by blockchain transactions. Once an operation is triggered through a transaction, the miners will keep the information of the transaction globally accessible. The smart contract and its operations are also globally accessible.

In addition to that, it has to be taken into consideration that managers are the only entities with the ability to interact with the smart contract in order to define new policies in the system.

5) Blockchain Network: The blockchain network in our architecture is a private blockchain for the sake of simplicity. We chose a private blockchain since all the elements of the prototype are more dimensioned, providing us more reliable results when evaluating the system. However, in a real scenario, a public blockchain should be used to facilitate the adoption of the solution.

Private blockchains are those that can be read by anyone but only written by private nodes. The miners in the network help keep the network secure and stable by approving transactions and keeping copies of the blockchain. Nodes can use the blockchain interface to store and globally access the access control policy of specific devices. The information is fully decentralized and tamper-proof.

6) Management Hubs: As mentioned before, IoT devices do not belong to the blockchain network. The majority of IoT devices are very constrained in terms of CPU, memory and battery. Those limitations restrict IoT devices to be part of the blockchain network. Being part of the blockchain network implies keeping a copy of the blockchain locally and a track of the network transactions. Even though there are...
lightweight solutions that do not keep the entire blockchain information locally and rely on other nodes [15], all those lighter solutions are still too heavy for the majority of IoT devices. In consequence, we opted to use a node called management hub. The management hub is an interface that translates the information encoded in CoAP messages by the IoT devices into JSON-RPC messages understandable by the blockchain nodes. The management hub is connected directly with a blockchain node, for instance, a miner. Multiple sensor networks can be connected to a management hub node and multiple management hub nodes can be connected to the same blockchain node. IoT devices will only be able to request access information from the blockchain using the management hub.

Management hub nodes cannot be constrained devices. Such devices need high performance characteristics to be able to serve as many simultaneous requests as possible from the IoT devices.

In the simplest case where authentication is not needed, any IoT device will be able to connect to any management hub directly and access the blockchain network. However, in many situations an access control is needed. In such a case, the IoT devices will only be able to connect to some specific management hubs. After an IoT device is added into the system, the manager node of that device will have to inform the specific management hub node about the credentials of that device, as well as, inform the device about the location of the management hub node.

**B. System Interfaces**

This section gives a more detailed explanation of the operations defined in the single smart contract of the system and the interface used by the management hub nodes to query the policy from the blockchain.

1) **Smart Contract**: Given that $I$ is the set of the public keys $I(m)$ of each manager $m$, $G$ is the set of the public keys $G(s)$ of each IoT device $s$ and $P$ is the set of policies $P$ where $p^{s \rightarrow s'}$ refers to the permissions that the IoT device with public key $s$ has over the resource $r$ of the IoT device with public key $s'$.  

$$I = \{I(m_1), I(m_2), \ldots, I(m_n)\}$$

$$G = \{G(s_1), G(s_2), \ldots, G(s_n)\}$$

$$P = \{p_1^{s \rightarrow s'}, p_2^{s \rightarrow s'}, \ldots, p_n^{s \rightarrow s'}\}$$

The information below describes the operations defined in our smart contract:

- **RegisterManager**($I_m$); $I' \leftarrow I \cup I_m$ for any device $m$
- **RegisterDevice**($I_m, G_s$); $G' \leftarrow G \cup G_s$ if device $m$ is the manager of device $s$
- **AddManagedDevice**($I_m, G_s$); $G' \leftarrow G \cup G_s$ if device $m$ is the manager of device $s$
- **RemoveManager fromDevice**($I_m, G_s$); $G' \leftarrow G \cap G_s$ if device $m$ is the manager of device $s$
- **AddAccessControl**($I_m, G_s, r, p$); $P' \leftarrow P \cup p^{s \rightarrow s'}$ if device $m$ is the manager of device $s'$
- **DeregisterManager**($I_m$); $I' \leftarrow I \cap I_m$
- **DeregisterDevice**($G_s$); $G' \leftarrow G \cap G_s$
- **RevokePermission**($p^{s \rightarrow s'}$); $P' \leftarrow P \cap p^{s \rightarrow s'}$
- **QueryManager**($I_m$) returns the tuple $(m, S)$, where $S = \{s | s \in G : m \ manages \ s\}$ if $I_m \in I$
- **QueryPermission**($G_s'$) returns the set $\{q | q \in G_s' \in P\}$

As the information above suggests, the managers and IoT device entities will be identified in the system by their public keys. Furthermore, the resources will be identified by their names; the permissions that allow or prevent others from viewing, modifying or executing them can be defined through the **AddAccessControl** operation. A resource in our context is any item that can be obtained from an IoT device.

2) **Management Hub**: A management hub can request information of any IoT device freely and obtain the result almost instantly from the blockchain node. On the other hand, the query operation is not stored in the blockchain since the management hub does not use a transaction to fetch the information from the blockchain. The information is fetched directly from the blockchain store in the blockchain node. Querying information from the blockchain does not incur any fee or delay.

Given that $S$ is the set of IoT devices and $s, u \in S$, $R$ the set of resources and $e_s \in R$, and $P$ the set of permission types where $\{r, w, x\} \in P$ and $r, w$ and $x$ specify the read, write, and execute access respectively, a blockchain node will query the blockchain with the information provided by the management hub as follows:

$$\text{Allow}(u, e_s, x) = \begin{cases} 1, & \text{if } x(e_s) \in u \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (1)

**C. System Interactions**

This section explains the different interactions between the different components of our architecture. As shown in Figure 3, the interactions can be divided into four different phases: setting up the management blockchain network, registering the managers and IoT devices into the system, defining the policy for those aforementioned components, and discovering the policy. It is worth mentioning that there are two more types of interactions which are not defined in Figure 3 due to its similarity to the previous phases but are explained below. Those interactions are the modification of the access control policies in the system after registration and the modification of a device’s manager after registration.

1) **Network Set-up**: During this phase, the access management system is created in the blockchain network. Upon the creation of the blockchain network, the agent node deploys the smart contract into the blockchain network. This single smart contract defines all the operations of the access control management system. Once the smart contract is accepted into the blockchain network, the agent node receives the address of the smart contract. The address is used to identify the smart contract in the access management system and other components of the blockchain network need the smart contract’s address to interact with it. For instance, all the managers in the system will interact with this single smart
contract to register as managers or modify the control access rules of the IoT Devices.

Figure 3 shows how a manager and a management hub discover the address, querying the Agent node. Typically, that would be one possibility to obtain the information. However, in our implementation, that information is hard-coded into those components for simplicity.

The management hub will connect with the nearest available node in the blockchain network, a miner node in Figure 3. That miner hosts a personal copy of the blockchain. In addition, it enables the RPC port for listening for requests and lets management hubs connect to it. Management hubs also have to have a way to find the available nodes next to them. That information could be obtained from a centralized system in Internet, but in our particular implementation, is set manually in every management hub.

2) Registration: Any blockchain node in the access management system can be registered as a manager. In order for a blockchain node to register itself as a manager, it needs to know the address of the smart contract. Once it obtains that information, it can register itself sending a transaction to the function RegisterManager defined in the smart contract. Thereafter, the manager will receive the address of its registration once the transaction is successfully accepted into the blockchain. That address will identify the manager in the access management system.

Manager nodes can also register IoT devices under a manager’s control. There is no limitation of the number of managers an IoT device can have. Thus, an IoT device can have several managers at any time. As in the previous case, the manager will receive an address of the registered device that will be used to identify the device into the access management system. IoT devices should be able to verify the registration under a manager before the operation is accepted in the blockchain. Otherwise, any manager could register any device under its control. For the sake of simplicity, our implementation eludes that verification. That assumption makes our system substantially insecure in case of a malicious manager, but our goal was to prove the feasibility of the architecture rather than the security.

3) Management Modification: As explained before, every IoT device has to belong to at least one manager. In addition, our system supports a multiple number of managers controlling the same device. There are multiple ways in our system to transfer the management control from one manager to another or to add or delete several managers from the system.

In our prototype, we choose one of the simplest options in which every manager node in the system can remove itself as a manager of the devices it controls. On the contrary, managers cannot delete other managers from the system. The system will always let a manager to remove itself from an IoT device as long as the IoT device is under the control of at least another manager node. Otherwise, the smart contract will not allow the operation and will be canceled.

On the other hand, only the manager nodes that control an IoT device can register other managers under the control of that device.

One of the advantages of our solution is that transferring the management control of an IoT device is a simple process due to the fact that all the operations in the system are defined.
and enforced using a single smart contract and managers do not need to interact with each other. The managers only need to know the device’s address and the blockchain address of the smart contract to be able to modify the management relationships.

4) Policy Definition: Managers can define access control rules for the resources of their IoT devices. The permissions can be defined in many ways. However, the permissions in our implementation list the devices entitled to access a particular resource. Thenceforth, managers not only need to know the address of the devices under their control but also the address of the devices authorized to access their IoT devices. Managers can enforce the policy creating a transaction towards the smart contract with all that information.

5) Policy Modification: Similar to the policy definition, Managers can modify and delete policies at any time. The method is similar to the method described in the policy definition. If a manager adds an existing policy using the AddAccessControl operation, that policy gets modified automatically.

6) Policy Discovery: When device $S_2$ in Figure 3 wishes to access a resource hosted by device $S_1$, $S_2$ sends a CoAP message requesting the resource information of $S_1$. $S_1$ consequently, can request the access control information of $S_2$ through the management hub. Before an IoT device can connect to the closest management hub, the device first needs to discover the hub’s IP address. There can be several mechanisms for discovering the closest management hub node but the method used in our implementation assumes a default location for every device.

The management hub then translates the device’s message into an RPC message[16] and sends it to the miner in the blockchain network attached to it. The operation queries the information from the blockchain stored in the miner. Essentially, that means that the operation is not a transaction and is not stored in the blockchain. As a result, the operation is processed immediately and does not incur any fee. Once the miner informs about the access policy of $S_1$ to the management hub, the management hub translates the answer back to $S_1$. $S_1$ acts accordingly depending on the information received by the management hub. Figure 3 shows a successful answer, and therefore, $S_1$ sends the information of the resource to $S_2$.

D. System Limitations

The adoption of the blockchain technology in our solution improves the way IoT devices can be managed. However, the blockchain technology has some technicalities that could limit the solution proposed in this paper. This section explains those technicalities and describes methods to overcome them.

1) Cryptocurrency Fees: Cryptocurrency fees are a fundamental part of blockchain-based computing platforms. All the transactions include a fee, and miners are awarded with certain amount of cryptocurrency money if they successfully manage to include one of their mined blocks into the blockchain. In some public ledgers there is a minimum fee amount required for a transaction to be accepted. That is a method used by some systems to avoid unwanted spam transactions.

In our architecture, IoT devices do not belong to the blockchain network themselves. The management hub nodes translate the messages from the devices into RPC messages and forward them to the blockchain network. In fact, querying information from the blockchain does not incur any fee and, therefore, the management hub can request information freely from any device. However, only the manager nodes will be able to create transactions on behalf of the devices and will also have to pay the transaction fees on behalf of them.

2) Processing Time: It is a fact that transactions take time to get accepted into the blockchain. As of writing this paper, BitCoin’s[5] transactions can take up to 10 minutes and 12 seconds in Ethereum[10]. However, as stated before, the management hub nodes do not need to use transactions to request the information from the blockchain network. The management hub can query the information immediately from the blockchain’s node attached to it. Thus, the management hub can provide the information to the devices in real time. However, the transactions created by the manager nodes might incur long delays. In some situations, it might be inadequate to wait for such time. For instance, in a situation where a manager node grants or denies access to a particular resource in a device. An unauthorized attacker could gain access to the restricted information before the revoked operation by the manager node is spread and accepted by the majority of the miners.

One possible solution to overcome that disadvantage is the introduction of an expiration date parameter in the operations of the smart contract. This way, the policy rules can expire automatically after a certain time. Since time is not really specified in the blockchain, the expiration time can instead be translated as the number of accepted blocks into the blockchain. Therefore, a certain rule can expire after a specific number of mined blocks. This solution does not solve the case in which a rule in a smart contract has to be revoked immediately before its expiration time. Those specific cases are still very hard to solve using the blockchain. The best way would be to include higher transaction fees for the revocation operations to minimize the time spent adding the revocation operation into the blockchain network.

III. IMPLEMENTATION

We developed a proof of concept (PoC) implementation of the decentralized access control system in order to test and evaluate it. The following section provides additional details about our implementation, in particular regarding the IoT devices, management hub and the blockchain network.

A. Blockchain Network

The chosen blockchain technology for our proof of concept implementation was Ethereum[10]. We developed our prototype in our own private Ethereum network under a generic genesis block. We chose a private blockchain since all the elements of the prototype are more dimensioned providing us more accurate results than a public blockchain when evaluating the system. However, the goal of this implementation is to deploy it in public blockchains in real scenarios.
Ethereum is a programmatic platform that includes a Turing complete scripting language called Solidity\(^4\) that can be utilized to build, deploy and implement smart contracts. These contracts have no restrictions in terms of size and are stored in the blockchain.

There are two types of accounts in Ethereum. One called externally owned account, meaning it is controlled by private keys and the contract accounts controlled by contract code; when the contract account receives a message, the code is executed. All the managers in our architecture are externally owned accounts while the smart contract is deployed under a contract account.

In addition, Ethereum supports the sort of operations that query the information of the blockchain without requiring any transaction fee since they do not need to be mined. The operations are called Call, and they invoke a function in a smart contract. Such operations are used in the management hubs to query the information from the access control system.

1) **Smart Contract**: The single smart contract in our system was implemented using the Solidity programming language. The constrained device information, manager information, and the access control policy details are stored in two different data structures in the smart contract as shown in Figure 4. The data structure used to store the information is called Mapping. Mapping structures are similar to hash-tables where the values are initialized from the start with all possible keys. Mapping facilitates combining different data types to form a unified data type.

2) **Management Hub**: The management hub is a JavaScript interface that helps the IoT devices to connect with the blockchain network. The interface uses the web3 JavaScript API to communicate with the Ethereum nodes through RPC calls and a CoAP JavaScript library called node-coap\(^5\) to connect with the IoT devices.

B. **IoT devices**

Devices are implemented using the LibCoAP library\(^6\). LibCoAP is a C implementation of CoAP. It can support transport layer security utilizing the tinydtls\(^7\) framework. The LibCoAP code was modified to automatically generate a public/private key per device. The key is 20 bytes long and used to uniquely identify the devices in the management system. The library implements a CoAP client and a CoAP server. The CoAP server is intended to listen to CoAP requests and respond to them while the CoAP client creates the CoAP request messages.

IV. **Evaluation**

Ethereum\(^10\) is one of the most popular blockchain-based distributed computing platforms. Consequently, literature already provides extensive analysis and benchmarking\(^9\) of the platform and its clients\(^10\) in terms of performance and scalability capabilities.

For this reason, this section intentionally ignores the evaluation of the Ethereum network and targets the new components introduced in our architecture which are not part of the Ethereum network as such: the management hub and the IoT devices. In this section, we evaluate how the introduction of the management hub nodes in the blockchain system affect the overall delay of the architecture. Along these lines, we evaluate if the integration of the DTLS library as well as the connection of the IoT devices with a management hub node would be a technical limitation for the approach presented in this paper.

A. **Experiment Setup**

The experiments were done on an Ubuntu-16.04 desktop with Intel®Core™i7-950@3.07GHz. We used Docker\(^11\) and an image called vertigo/ethereum\(^12\) which is derived from

\[^4\]https://solidity.readthedocs.io/
\[^5\]https://github.com/mcollina/node-coap
\[^6\]https://libcoap.net/
\[^7\]https://projects.eclipse.org/projects/iot.tinydtls
\[^9\]https://github.com/ethereum/wiki/wiki/Benchmarks
\[^10\]https://github.com/ethereum/tests
\[^10\]https://blog.ethcore.io/performance-analysis/
\[^11\]https://www.docker.com
\[^12\]https://github.com/vertigo/ethereum
the golang implementation image client-go of the Ethereum protocol ethereum/client-go. Vertigo has been slightly modified to make it simpler to run a private Ethereum network. The IoT devices ran our modified version of the LibCoAP library on the same machine.

To dimension our experiments, we use a benchmark tool called CoAPBench\textsuperscript{13} which uses Californium\textsuperscript{14} as the CoAP implementation baseline. CoAPBench is a tool that resembles ApacheBench and uses virtual clients to meet the defined concurrency factor. CoAPBench sends confirmable requests and waits for the response before issuing the next request. If messages are lost, the client times out after 10 seconds and records the loss in a separate counter. CoAPBench is, to the best of our knowledge, the only benchmark tool available for CoAP. However, the tool was too limited for our testing purposes and we decided to extend it with new functionality. After our modifications, CoAPBench was able to send POST, PUT and DELETE messages and allow specifying a payload in the request messages.

\textsuperscript{13}https://github.com/eclipse/californium.tools
\textsuperscript{14}https://eclipse.org/californium/

B. Performance

For this experiment, we evaluate how the introduction of the management hub node in the blockchain system affects the latency of the access control operations in the system as depicted in Figure 5.

First, we evaluate the performance of the management hub independently, that is, a set of virtual IoT devices from the CoAPBench tool connect directly with the management hub. In this scenario, we configure the virtual clients to request the access information of a certain IoT device to a resource in another IoT device. Once the management hub receives the request, it fetches the information from the blockchain network through an RPC call and returns the response to the virtual client.

In our second scenario, we evaluate the performance of an IoT device connected to a management hub node, that is, a set of virtual IoT devices from the CoAPBench tool request the resource information of another IoT device which in turn is connected to a management hub. All the IoT devices in this scenario integrate with the DTLS library too. This scenario evaluates the performance since an IoT device requests the information of a resource from another IoT device until it obtains that information. In this scenario, a set of virtual IoT devices from the CoAPBench tool request the resource information from a single IoT Device called IoT Device in Figure 5. The IoT Device has a modified version of the LibCoAP library including a DTLS library and acts as a CoAP Server. The IoT Device requests access permission from the management hub before providing the resource information to any virtual IoT device from the CoAPBench. The management hub, simultaneously, requests the information from the blockchain network. Once the authorization is obtained from the blockchain network and proxied to the IoT Device through the management hub, the IoT Device grants or denies the information of that resource accordingly.

In both scenarios, the blockchain network grants all the requests to all the resources. In addition, the tests in both scenarios were performed with a different number of concurrent clients. Every test was measured 5 times, for 30 seconds each time, to calculate the average values and the number of concurrent clients ranged from 1 to 10,000.

Figure 6a shows the results of both scenarios. Note that both 6a and 6b figures use a logarithmic scale. The first scenario (called management hub in the figure) shows how the throughput in the management hub increases from 500 requests per second until it achieves a steady throughput of 950 requests per second with 10 concurrent clients reaching their maximum capacity. The performance slowly declines beyond that point. The decrease in the performance is directly associated with the number of timeout request messages as Figure 6b shows.

Furthermore, the second scenario (called IoT Device in the figure) achieves a steady throughput at 500 requests per second during all the tests. In this scenario, all the concurrent clients request the resource information from a single IoT device (shown in the Figure 5 as IoT Device) and, as a result, the latency between the management hub and this single IoT client
limits the whole performance of this scenario. For this reason, the performance is exactly the same with one concurrent client in both scenarios. In general, in both scenarios, the limiting factor was the latency to fetch the access control information from the blockchain network.

As a baseline, our solution suffers the overhead of waiting for the blockchain network to issue the access control information. That waiting negatively affects the performance of our system. Nevertheless, the management hub performs best with up to 1,000 concurrent clients without excessive timeouts at 900 requests per second. We consider the performance of the management hub to be acceptable considering that a WSN can have several management hub nodes attached to it. The performance of the IoT Device scenario in terms of scalability is overall acceptable if we consider that the IoT devices are constrained in their nature and their hardware capabilities will be a much bigger limiting factor than the software in many cases.

V. Security Analysis

Security is of paramount significance in any management system and our system should not be an exception. Even though the design of our system aims to facilitate the access control of resources in constrained scenarios, the solution should provide a satisfying level of security. In this section, we identify the main possible threats in our architecture and provide solutions to guarantee the best level of security.

To identify the threats in our system, we use the STRIDE model[17] by asking whether one or more of the thread types apply. STRIDE classifies the threats into six categories, and its acronym derives from them: spoofing, tampering, repudiation, information disclosure, denial of service, and elevation of privileges.

As shown in the table below, each of the elements of our architecture is susceptible to a set of threats:

<table>
<thead>
<tr>
<th>Element</th>
<th>Spoofing</th>
<th>Tampering</th>
<th>Repudiation</th>
<th>Disclosure</th>
<th>Denial of Service</th>
<th>Elevation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management Hub</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Manager</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IoT Device</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As a result, even though the blockchain technology provides a certain level of security such as integrity and reliability of the data, IoT devices are not part of the blockchain network and have to rely their access control decisions on the management hub nodes. A malicious management hub could spoof (impersonate a management hub), tamper (modify the access control information sent to the IoT devices), repudiate (claiming to have not performed an action), DoS (degrade the information sent to an IoT device) or disclose unauthorized information of the IoT devices. Signed certificates could solve that issue. The management hub nodes could get signed certificates from a certificate authority and the IoT devices could verify the authenticity of the management hub nodes through them.

Moreover, since the queries from the IoT devices to the management hub nodes are not transactions on the blockchain for obvious performance benefits, the blockchain loses the ability to verify which access control rules are implemented properly by the management hub nodes. That information could be stored locally in every management domain where the IoT devices reside. Since the IoT devices could be part of different management domains during their lifetimes, that information would be spread among many nodes making it difficult to audit and track it. For critical access control systems, the blockchain could force the management hub nodes to use transactions instead of queries. This solution incurs a performance penalty but could increase security in the system in some particular cases.

On the other hand, the discovery of the closest management hub node in a network should be reliable, as should the discovery of the address of the smart contract by the managers and the management hub nodes. That information could be queried from the agent node or stored privately on a trusted network accessible storage.

Furthermore, once an IoT device registers in the system for the first time, a malicious manager in the blockchain could claim control of that device. However, an IoT device should verify the registration under a manager before the operation is accepted in the blockchain. Otherwise, any manager could register any device under its control. A similar threat could occur when a malicious IoT device impersonates another device. In this case, the communication between the devices is done through DTLS which prevents spoofing as well as eavesdropping and tampering.

VI. Related Work

Developing solutions for the IoT requires collaboration among different technologies. A common theme in this paper is the combination of blockchain, access control and Internet of Things. This section explores the extent of those technologies in IoT by looking at previous research carried out for the topic.

A. Blockchain and Internet of Things

Conoscenti et al[18] conducted a systematic literature review on the blockchain for the Internet of Things. The survey described several papers that manage data collected by IoT devices. As an example, [19] describes a system to verify the identity of the data and [20] describes a method to preserve the data ownership of the IoT devices. Unlike our paper, none of the papers in the survey propose an architecture where managers can manage the entire lifecycle access policies of the IoT devices regardless of their location or provenance.

To the best of our knowledge, the only previous work related to our solution is [21], which describes a cryptocurrency blockchain-based access control framework called FairAccess. However, there are several differences between the work in [21] and ours. First, our work focuses on creating a single smart contract to define the policy rules of the management system. The access control policies are defined creating transactions towards that smart contract. In contrast, the work in [21] creates a different smart contract for the access control policy of every resource-requester pair. Second, [21] includes the IoT devices in the blockchain. We focus on a wider number of IoT devices that do not have the capabilities to run the
by the IETF called CoAP Management Interface (CoMI) [25]. LWM2M and CoMI are protocols for IoT device management in a centralized manner. Unlike them, our implementation is decentralized and is not based on such protocols.

VII. CONCLUSION AND FUTURE WORK

In this paper, we address the scalability problem of managing access to billions of constrained devices in the IoT. Certainly, centralized access control systems lack the ability to deal with increased load efficiently. The paper introduces a new access management system that mitigates the issues associated with managing numerous constrained IoT devices. The solution is fully decentralized and based on blockchain technology. Since the majority of IoT devices are largely constrained to support blockchain technology directly, the IoT devices in our design do not belong to the blockchain network which makes easier the integration of the current IoT devices to adapt to our system.

The goal of this paper was to provide a generic, scalable, and easy-to-manage access control system for IoT and to implement a proof of concept (PoC) prototype that proves our design. According to our implementation and evaluation, our solution scales well due to the fact that numerous constrained networks can be connected simultaneously to the blockchain network using specific nodes called management hub nodes. Additionally, the versatility of having different management hub nodes distributed around the whole blockchain network and connected in different ways to the constrained networks provides a considerably high flexibility to our solution. In general, our solution is able to adapt to various IoT scenarios confirming that blockchain technology can embrace IoT technology at its fullest.
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